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Abstract of the contribution: This contribution propose to clarify the requirement on support for non-IP connectivity/services
1. Introduction

During the course of the NexGen TR work, common understanding has been that both IP services and non-IP services should be supported. However it is unclear what exactly non-IP services refer to? Whether it refers to support for “unstructured data” (without IP header) and/or support for Layer 2 services (e.g. for enterprise services) such as ethernet services or something else?
We assume that support for non-IP services includes support for both “unstructured data” and ethernet services thus proposes to clarify accordingly.

Why support for ethernet services is beneficial?

In order to reduce operational complexity due to the envisioned proliferation of local services in 5G, support of Ethernet services would be beneficial.

Many MTC use cases are naturally rather locally confined and Local Area Networks (LANs) are almost always based on Ethernet technology. An illustrative use case is vehicular control communication. Therefore it is not surprising that today the 5GHz spectrum dedicated to V2X is reserved for the wireless Ethernet LAN standard IEEE 1609(WAVE) / 802.11p. 

Also requirements from the industrial control industry are currently heavily shaping improvements in Ethernet technology, e.g. in the IEEE 802.1 “Time-Sensitive Networking (TSN)” task group. This targets cost reduction by “riding the technology curve” of Ethernet, as opposed to staying with fragmented and aged sector specific technology.

One reason for the success of Ethernet is the economy of scale, which has made Ethernet to an almost ubiquitous communication technology of electronic devices. Another more important technical point is the “plug-and-play” capability of Ethernet, based on MAC address learning in the user plane, without the need to administer addresses, GWs or sub-networks. 

As a link layer service Ethernet provides transparent connectivity to the networking layer. It supports direct peer-to-peer communication of IP hosts over an Ethernet domain using Ethernet MAC addressing without involving the extra-hop of an IP router. Therefore it is a natural fit for e.g. latency sensitive V2X communication. 

2. Proposal
It is proposed to clarify architecture requirements on what non-IP services may include in the TR 23.799 “Study on Architecture for Next Generation System”.

4
Architectural Requirements, Assumptions and Principles
4.1
High level Architectural Requirements
Editor's Note: This clause will document high-level architectural requirements that guide the architecture study.
The architecture of the “Next Gen” network shall

1
Support the new RAT(s), the evolved LTE, and non-3GPP access types. GERAN and UTRAN is not supported.
a)
As part of non 3GPP access types, WLAN access and Fixed access shall be supported. Support for satellite access is FFS.
2
Support unified authentication framework for different access systems. 

3
Support multiple simultaneous connections of an UE via multiple access technologies.
4
Allow independent evolutions of core network and RAN, and minimize access dependencies.

5
Support a separation of Control plane and User plane functions.

6
Support IP connectivity services and connectivity services for data units other than IP. Support for non-IP services includes support for ethernet services and unstructured data (e.g. data units without IP header).
7
Leverage techniques (e.g. Network Function Virtualization and Software Defined Networking) to reduce total cost of ownership, improve operational efficiency, energy efficiency, and simplicity and flexibility for offering new services.
8
Efficiently support different levels of UE mobility (including stationary UE(s)) / service continuity. 

9
Support different levels of resilience for the services provided by the network. 

10
Support different means for reducing UE power consumption while UE is in periods with data traffic as well as in periods without data traffic.
11
Support services that have different latency requirements between the UE and the PDN.
12
Minimize the signalling (and delay) required to start the traffic exchange between the UE and the PDN, i.e. signalling overhead and latency at transition from a period where UE has no data traffic to a period with data traffic.
13
Efficient network support for a large number of UEs in periods without data traffic.
14
Support network sharing.
15
Support roaming.
a)
As part of roaming, the architecture shall support both routing of user traffic entirely via the VPLMN and routing of the user traffic back to the HPLMN. 

16
Support broadcast services.
17
Support network slicing.
18
Support Architecture enhancements for vertical applications.
19
Support dynamic scale-in /scale-out.
4.2
Architectural Assumptions
Editor's Note: This clause will document the identified common architecture assumptions during the study. The assumptions refer to items (e.g. architecture shall define RAN – core functional split) that must be fulfilled by the new architecture.
4.3
Architectural Principles
Editor's Note: This clause will document the identified architecture principles during the study. This section provides the guiding principles (e.g. establishing a session on demand for IoT devices, support for non-IP connectivity), key drivers for the architecture.
-
The UE may be attached to the network without having an established session for data transmission.
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